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1

I nt roducti on

In the past decade a fair nunber of nobility protocols have been
standardi zed [ RFC6275] [ RFC5944] [RFC5380] [RFC6301] [ RFC5213].

Al t hough the protocols differ in terns of functions and associ ated
nmessage formats, they all enploy a nobility anchor to allow a nobile
node to remain reachable after it has noved to a different network.
The anchor point, anong ot her tasks, ensures connectivity by
forwardi ng packets destined to, or sent from the nobile node. It is
a centrally deployed nobility anchor in the sense that the depl oyed
architectures today have a small nunber of these anchors and the
traffic of mllions of nobile nodes in an operator network are
typically managed by the same anchor

Distributed nobility managenment (DMM) is an alternative to the above
centralized deploynent. The background behind the interests to study
DW are primarily in the foll ow ng.

(1) Mobile users are, nore than ever, consum ng Internet content;
such traffic inposes new requirenents on nobile core networks
for data traffic delivery. The presence of content providers
closer to Internet Service Providers (I1SP) network requires
taking into account |ocal Content Delivery Networks (CDNs) while
providing nobility services. Moreover, when the traffic demand
exceeds avail abl e capacity, service providers need to inplenment
new strategi es such as selective IPv4 traffic offload (e.g.

[ RFC6909], 3GPP work items LIPA/SIPTO [TS. 23.401]) through
alternative access networks (e.g. W.AN) [ Paper-

Mobi | e. Data. O fl oading]. A gateway sel ecti on nmechani sm al so
takes the user proximty into account within EPC [TS. 29303].
These nechani snms were not pursued in the past owi ng to charging

and billing reasons. Assigning a gateway anchor node from a
visited network in roam ng scenario has until recently been done
and are limted to voice services only. Charging and billing

requi re solutions beyond the nobility protocol.

Both traffic offl oadi ng and CDN nechani sns could benefit from

t he devel opnent of nobile architectures with fewer |evels of
routing hierarchy introduced into the data path by the nobility
managenment system This trend towards so-called "flat networks"”
wor ks best for direct conmuni cations anong peers in the sane
geographical area. D stributed nobility managenent in a truly
flat nobile architecture would anchor the traffic closer to the
poi nt of attachment of the user.
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(2) Today’'s nobile networks present service providers wth new
chal l enges. Mbility patterns indicate that nobil e nodes often
remain attached to the sane point of attachnment for considerable
periods of time [Paper-Locating.User]. Specific IP nmobility
managenent support is not required for applications that |aunch
and conplete their sessions while the nobile node is connected
to the same point of attachnent. However, currently, IP
nmobility support is designed for always-on operation,
mai ntai ning all paraneters of the context for each nobile
subscri ber for as long as they are connected to the network.
This can result in a waste of resources and unnecessary costs
for the service provider. Infrequent node nobility coupled with
application intelligence suggest that nobility support could be
provi ded sel ectively such as in [|-D. bhandari -dhc-cl ass- based-
prefix] and [I-D. korhonen-6man- prefix-properties], thus reducing
t he amount of context maintained in the network.

In addition, considerations in the study of DM are in the foll ow ng.

(1) To optim ze handovers fromthe perspective of nobile nodes, the
base protocol s have been extended to efficiently handl e packet
f orwar di ng between the previous and new points of attachnent.
These extensions are necessary when applications have stringent
requirenents in ternms of delay. Notions of |ocalization and
di stribution of |ocal agents have been introduced to reduce
signaling overhead at the centralized routing anchor point
[ Paper-Di stributed. Centralized. Mobility]. Unfortunately, such
protocol s have not been depl oyed today.

(2) Mst existing nobility protocols have not been designed for
mul ti ple-interface hosts which are capable to use multiple
interfaces sinmultaneously. Retrofitting the required
functionality can result in an unnecessary increase in the
protocol conplexity.

(3) IP nmulticast support, including optim zations, have been
i ntroduced as an effective transport nmethod for multinedi a data
delivery, but by "patching-up" procedure after conpleting the
design of reference nobility protocol, |eading to network
i nefficiency and non-optiml routing.

The distributed nobility managenent (DMM charter addresses two

conpl ementary aspects of nobility managenent procedures: the

di stribution of nobility anchors in the data-plane towards a nore
flat network and the selective activation/deactivation of nobility
protocol support as an enabler to distributed nobility managenent.
The former ains at positioning nobility anchors (e.g., HA LM
closer to the user; ideally, nobility agents could be collocated with
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the first-hop router. The latter, facilitated by the distribution of
nmobility anchors, identifies when nobility support nust be activated

and when sessions do not require nobility managenent support -- thus
reduci ng the anount of state information that nust be maintained in
various nobility agents of the nobile network. It can then avoid the

unnecessary establishnent of mechanisns to forward traffic from an
old to a new nobility anchor

Thi s docunment conpares distributed nobility managenent with
centralized nobility managenent in Section 3. The problens that can
be addressed with DVM are summari zed in Section 4. The nmandatory
requirenents as well as the optional requirenments are given in
Section 5. Finally, security considerations are discussed in Section
6.

The probl em statenent and the use cases [I|-D. yokota-dmm scenari o] can
be found in [Paper-Distributed. Mobility. Review].
2. Conventions used in this docunent
2.1. Term nol ogy
All the general nobility-related terns and their acronyns used in
this docunent are to be interpreted as defined in the Mbile I Pv6
base specification [RFC6275], in the Proxy nobile | Pv6 specification
[ RFC5213], and in Mobility Related Term nol ogy [ RFC3753]. These
terns include the follow ng: nobile node (MN), correspondent node
(CN), and hone agent (HA) as per [RFC6275]; local nobility anchor
(LMA) and nobil e access gateway (MAG as per [RFC5213], and cont ext
as per [RFC3753].
In addition, this draft introduces the follow ng terns.
Centrally depl oyed nobility anchors
refer to the nobility managenent deploynents in which there are
very few nobility anchors and the traffic of mllions of nobile
nodes in an operator network are managed by the same anchor.
Centralized nobility managenent
makes use of centrally depl oyed nobility anchors.

Di stributed nobility managenent

is not centralized so that traffic does not need to traverse
centrally depl oyed nobility anchors.
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FIl at nobil e network

has few |l evels of routing hierarchy introduced into the data path
by the nobility managenent system

Mobi ity cont ext

is the collection of information required to provide nobility
managenment support for a given nobile node.

3. Centralized versus distributed nobility managenent

Mobi I ity managenent functions may be inplenented at different |ayers
of the protocol stack. At the IP (network) layer, nobility
managenent can be client-based or network-based.

An | P-layer nobility managenent protocol is typically based on the
princi ple of distinguishing between session identifier and routing
address and mai ntai ning a mappi ng between the two. In Mbile IP, the
hone address serves as the session identifier whereas the care-of-
address (CoA) takes the role of the routing address. The bi nding
between these two is naintained at the hone agent (nobility anchor).

I f packets addressed to the honme address of a nobile node can be
continuously delivered to the node, then all sessions using that hone
address are unaffected even though the routing address (CoA) changes.

The next two subsections explain centralized and distributed nobility
managenent functions in the network.

3.1. Centralized nobility nmanagenent

In centralized nobility nmanagenent, the mapping informtion between
the session identifier and the | ocator | P address of a nobile node
(MN) is kept at a single nobility anchor. At the sane tine, packets
destined to the MN are routed via this anchor. |In other words, such
nmobi ity managenent systens are centralized in both the control plane
and the data plane (nobile node IP traffic).

Many exi sting nobility managenent depl oynents nake use of centralized
mobility anchoring in a hierarchical network architecture, as shown
in Figure 1. Exanples of such centralized nobility anchors are the
honme agent (HA) and | ocal mobility anchor (LMA) in Mbile |IPv6

[ RFC6275] and Proxy Mobile I Pv6 [ RFC5213], respectively. Current
cellul ar networks such as the Third Generation Partnership Project
(3GPP) GPRS networ ks, CDMVA networ ks, and 3GPP Evol ved Packet System
(EPS) networks enploy centralized nobility managenent too. |In
particul ar, the Gateway GPRS Support Node (GGSN), Serving GPRS
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Support Node (SGSN) and Radi o Network Controller (RNC) in the 3GPP
GPRS hi erarchi cal network, and the Packet Data Network Gateway (P-GWN
and Serving Gateway (S-GW in the 3GPP EPS network all act as anchors
in a hierarchy.

3G GPRS 3GPP EPS M P/ PM P
- + - + - +
| GGSN | | P-GW | | HA/ LIVA
O + O + - +
/\ /\ /\
[\ [\ [\
/ \ / \ / \
/ \ / \ / \
/ \ / \ / \
/ \ / \ / \

/ \ / \ / \
S + S + 4o + S + 4o + S +
| SGSN | | SGSN| | S-GW| | SSGW| | MV MAG | MV MAG
- + - - + - - + - +

/\ /\
[\ [\
/ \ / \

T T T S
|RNC [RNC] | RNC | RNC]
R T S SRR
Figure 1. Centralized nobility managenent.
3.2. Distributed nobility managenent
Mobi l ity managenment functions may al so be distributed to nmultiple

networks as shown in Figure 2, so that a nobile node in any of these
net wor ks nay be served by a nearby nobility function (M).

Figure 2. Distributed nobility managenent.

Mobi lity managenent may be partially or fully distributed
[1-D.yokota-dmm scenario]. |In the forner case only the data plane is
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distributed, inplicitly assum ng separation of data and control

pl anes as described in [I-D. waki kawa- net ext - pm p-cp-up-separtion].
Fully distributed nobility managenent inplies that both the data

pl ane and the control plane are distributed. Wile nmobility
managenent can be distributed, it is not necessary for other
functions such as subscription managenent, subscription database, and
networ k access authentication to be simlarly distributed.

A distributed nobility managenent schene for a flat nobile network of
access nodes is proposed in [Paper-Distributed. Dynam c. Mobility].

Its benefits over centralized nobility managenent are shown through
simulations in [Paper-Distributed. Centralized. Mbility]. Moreover,
the (re)use and extension of existing protocols in the design of both
fully distributed nobility managenent [ Paper-M grating. Horme. Agent s]

[ Paper-Di stributed. Mobility. SAE] and partially distributed nobility
managemnent [ Paper-Distributed. Mbility. PMP] [ Paper-

Distributed. Mobility. MP] have been reported in the literature.
Therefore, before designing new nobility managenent protocols for a
future distributed architecture, it is recomended to first consider
whet her existing nobility nanagenent protocols can be extended.

4. Pr obl em St at enent

The problens that can be addressed with DVM are sunmari zed in the
f ol | owi ng:

PS1: Non-optimal routes

Routing via a centralized anchor often results in non-optinmal
routes, thereby increasing the end-to-end delay. The problem
is mani fested, for exanple, when accessing a nearby server or
servers of a Content Delivery Network (CDN), or when receiving
locally available IP nmulticast or sending IP nulticast packets.
(Existing route optim zation is only a host-based solution. On
the other hand, localized routing wwth PM Pv6 [ RFC6705]
addresses only a part of the problemwhere both the MN and the
CN are located in the PMP domain and attached to a MAG and is
not applicable when the CNis outside the PMP donain or does
not behave |ike an M.)

PS2: Divergence from other evolutionary trends in network
architectures such as distribution of content delivery.

Centralized nobility managenent can becone non-optinal with a
flat network architecture.
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PS3:

PS4:

PS5:

PS6:

PS7:

Low scal ability of centralized tunnel managenent and nobility
cont ext mai nt enance

Setting up tunnels through a central anchor and mai nt ai ni ng
mobility context for each MN usually requires nore concentrated
resources in a centralized design, thus reducing scalability.
Distributing the tunnel maintenance function and the nobility
context mai ntenance function anong different network entities
wi th proper signaling protocol design can increase scalability.

Single point of failure and attack

Centralized anchoring designs may be nore vul nerable to single
points of failures and attacks than a distributed system The
i npact of a successful attack on a systemw th centralized
nobi ity nmanagenment can be far greater as well.

Unnecessary nobility support to nodes that do not need it

P nobility support is not always required, and not every
paranmeter of nmobility context is always used. For exanple,
some applications do not need a stable | P address during a
handover to nmaintain session continuity. Sonetines, the entire
application session runs while the term nal does not change the
poi nt of attachnment. Besides, some sessions, e.g. SIP-based
sessions, can handle nobility at the application |ayer and
hence do not need IP nobility support; it is then nore
efficient to deactivate IP nobility support for such sessions.

(Rel ated problem) Mbility signaling overhead with peer-to-peer
conmuni cati on

Wasting resources when nobility signaling (e.g., maintenance of
the tunnel, keep alive signaling, etc.) is not turned off for
peer-to-peer conmuni cation. Peer-to-peer comrunications have
particular traffic patterns that often do not benefit from
mobility support fromthe network. Thus, the associ ated
nmobility support signaling (e.g., maintenance of the tunnel,
keep alive signaling, etc.) wastes network resources for no
appl i cation gain.

(Rel ated problem Deployment with nultiple nobility sol utions

There are already many variants and extensions of MP.

Depl oynment of new nobility managenent sol utions can be
chal | engi ng, and debuggi ng difficult, when they nust co-exi st
wth solutions already in the field.
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PS8:

Duplicate multicast traffic

IP rmulticast distribution over architectures using I[P nobility
solutions (e.g., [RFC6224]) may |ead to convergence of
duplicated nulticast subscriptions towards the downstream
tunnel entity (e.g. MAGin PMPv6). Concretely, when
mul ti cast subscription for individual nobile nodes is coupled
with nobility tunnels (e.g. PMPv6 tunnel), duplicate
mul ti cast subscription(s) is prone to be received through

di fferent upstream paths. This problem nmay al so exist or be
nore severe in a distributed nobility environnent.

5. Requirenents

After conparing distributed nobility nmanagenent against centralized
depl oynent in Section 3, this section identifies the follow ng
requirenents:

5.1. Distributed processing

REQL:

Di stributed processing

IP nobility, network access and routing solutions provided by
DMM MUST enabl e distributed processing for nobility managenent
so that traffic can avoid traversing single nmobility anchor
far fromthe optiml route

Motivation: This requirenent is notivated by current trends in
network evolution: (a) it is cost- and resource-effective to
cache and distribute content by conbining distributed nmobility
anchors with caching systens (e.g., CDN); (b) the
significantly | arger nunber of nobile nodes and flows call for
i mproved scalability; (c) single points of failure are avoi ded
in a distributed system (d) threats against centrally

depl oyed anchors, e.g., hone agent and | ocal nobility anchor,
are mtigated in a distributed system

Thi s requi renent addresses the problenms PS1, PS2, PS3, and P$4
described in Section 4.

5.2. Transparency to Upper Layers when needed

REQ2:

Transparency to Upper Layers when needed

DMM sol uti ons MJUST provide transparent nobility support above
the I P | ayer when needed. Such transparency is needed, for
exanpl e, when, upon change of point of attachnment to the
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networ k, an application flow cannot cope wth a change in the
| P address. However, it is not always necessary to naintain a
stabl e honme I P address or prefix for every application or at
all tinmes for a nobile node.

Motivation: The notivation of this requirenent is to enable
nore efficient routing and nore efficient use of network
resources by selecting an I P address or prefix according to
whet her nobility support is needed and by not naintaining
context at the nobility anchor when there is no such need.

Thi s requi renment addresses the problem PS5 as well as the rel ated
probl em PS6 stated in Section 4.

5.3. | Pv6 depl oynent

RECB:

| Pv6 depl oynent

DMM sol utions SHOULD target I Pv6 as the primary depl oynment

envi ronnment and SHOULD NOT be tailored specifically to support
IPv4, in particular in situations where private |Pv4 addresses
and/ or NATs are used.

Motivation: This requirenent conforns to the general
orientation of |IETF work. DMM deploynent is foreseen in md-
to long-term horizon, when IPv6 is expected to be far nore
comon t han today.

Thi s requirenment avoids the unnecessarily conplexity in solving the
problens in Section 4 for 1Pv4, which will not be able to use sone of
the | Pv6-specific features.

5.4. Existing nobility protocols

REQ4:

Exi sting nobility protocols

A DW sol uti on SHOULD first consider reusing and extending
| ETF- st andar di zed protocols before specifying new protocols.

Motivation: Reuse of existing |ETF work is nore efficient and
| ess error-prone.

This requirenent attenpts to avoid the need of new protocols
devel opnent and therefore their potential problens of being tine-
consuni ng and error-prone.
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5.5. Co-existence

RECE:

Co- exi stence with depl oyed networks and hosts

The DWM sol ution MJST be able to co-exist with existing

net wor k depl oynents and end hosts. For exanple, depending on
the environnment in which DMW is depl oyed, DWM sol uti ons nmay
need to be conpatible with other deployed nobility protocols
or may need to co-exist with a network or nobile hosts/routers
that do not support DWVWM protocols. The nobile node may al so
nmove between different access networks, where sone of them may
support neither DVM nor another nobility protocol.

Furt hernore, a DWMM sol uti on SHOULD work across different

net wor ks, possibly operated as separate adm nistrative

domai ns, when allowed by the trust relationship between them

Motivation: (a) to preserve backwards conpatibility so that
exi sting networks and hosts are not affected and continue to
function as usual, and (b) enable inter-domain operation if
desired.

Thi s requi renent addresses the rel ated probl em PS7 described in
Section 4.

5.6. Security considerations

REQS:

Security consi derations

A DW sol ution MJUST not introduce new security risks or
anplify existing security risks against which the existing
security mechani sns/ protocols cannot offer sufficient
protection.

Motivation: Various attacks such as inpersonation, denial of
service, man-in-the-m ddle attacks, and so on, nmay be | aunched
in a DMW depl oynent. For instance, an illegitinmte node may
attenpt to access a network providing DM  Anot her exanple is
that a malicious node can forge a nunber of signaling nessages
thus redirecting traffic fromits legitimte path.
Consequently, the specific node is under a denial of service
attack, whereas other nodes do not receive their traffic.
Accordi ngly, security nechani sns/ protocols providi ng access
control, integrity, authentication, authorization,
confidentiality, etc. can be used to protect the DM entities
as they are already used to protect against existing networks
and existing nmobility protocols defined in | ETF.

This requi renment prevents a DMM solution fromintroducing
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uncontrol | abl e problens of potentially insecure nobility managenent
protocol s which nmake depl oynent infeasible because platforns
conformng to the protocols are at risk for data | oss and nunerous
ot her dangers, including financial harmto the users.

5.7. Milticast
REQ7: Multicast considerations

DMM SHOULD consider nulticast early so that solutions can be
devel oped not only to provide IP nobility support when it is
needed, but also to avoid network inefficiency issues in

mul ticast traffic delivery (such as duplicate nulticast
subscriptions towards the downstreamtunnel entities). The
mul ti cast sol utions should therefore avoid restricting the
managenment of all IP nmulticast traffic to a single host

t hrough a dedicated (tunnel) interface on nulticast-capable
access routers.

Motivation: Existing multicast depl oynent have been introduced
after conpleting the design of the reference nobility
protocol, then optim zati on and extensi ons have been foll owed
by "patchi ng-up" procedure, thus |eading to network

i nefficiency and non-optimal routing. The nmulticast solutions
shoul d therefore be required to consider efficiency nature in
mul ticast traffic delivery.

Thi s requi renent addresses the problenms PS1 and PS8 described in
Section 4.

6. Security Considerations
Pl ease refer to the discussion under Security requirenent in Section
5. 6.

7. | ANA Consi derations

None

8. Co-authors and Contributors
Thi s probl em statenment docunment is a joint effort anmong the numerous

partici pants. Each individual has nmade significant contributions to
this work and have been |isted as co-authors.
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