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Abstract

This document presents a framework for Content Distribution Network
Interconnection (CDNI). The purpose of the framework is to provide
an overall picture of the problem space of CDNI and to describe the
relationships among the various components necessary to interconnect
CDNs. CDN Interconnection requires the specification of several
interfaces and mechanisms to address issues such as request routing,
metadata exchange, and the acquisition of content by one CDN from
another. The intent of this document is to outline what each
interface needs to accomplish, and to describe how these interfaces
and mechanisms fit together, while leaving their detailed
specification to other documents. It obsoletes RFC 3466.
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1. Introduction

The interconnection of Content Distribution Networks (CDNs) is
motivated by several use cases, such as those described in
[I-D.ietf-cdni-use-cases]. The overall problem space for CDN
Interconnection is described in [I-D.ietf-cdni-problem-statement].
The purpose of this document is to provide an overview of the various
components necessary to interconnect CDNs. CDN Interconnection
requires the specification of several interfaces and mechanisms to
address issues such as request routing, metadata exchange, and the
acquisition of content by one CDN from another. The intent of this
document is to describe how these interfaces and mechanisms fit
together, leaving their detailed specification to other documents.
We make extensive use of message flow examples to illustrate the
operation of interconnected CDNs, but these examples should be
considered illustrative rather than prescriptive.

RFC 3466 uses different terminology and models for "Content
Internetworking (CDI)". It is also less prescriptive in terms of
interfaces. To avoid confusion, this document obsoletes RFC 3466.

1.1. Terminology

This document draws freely on the core terminology defined in
[I-D.ietf-cdni-problem-statement]. It also introduce the following
terms:

CDN Domain: a host name (FQDN) at the beginning of a URL,
representing a set of content that is served by a given CDN. For
example, in the URL http://cdn.csp.com/...rest of url..., the CDN
domain is cdn.csp.com. A major role of CDN Domain is to identify a
region (subset) of the URI space relative to which various CDN
Interconnection rules and policies are to apply. For example, a
record of CDN Metadata might be defined for the set of resources
corresponding to some CDN Domain.

Distinguished CDN Domain: a CDN domain that is allocated by a CDN for
the purposes of communication with a peer CDN, but which is not found
in client requests. Such CDN domains may be used for inter-CDN
acquisition, or as redirection targets, and enable a CDN to
distinguish a request from a peer CDN from an end-user request.

Delivering CDN: the CDN that ultimately delivers a piece of content
to the end-user. The last in a potential sequence of downstream
CDNs.

Recursive CDNI request routing: When an Upstream CDN elects to
redirect a request towards a Downstream CDN, the Upstream CDN can

Peterson & Davie Expires January 17, 2013 [Page 4]



Internet-Draft CDNI Framework July 2012

query the Downstream CDN Request Routing system via the CDNI Request
Routing interface (or use information cached from earlier similar
queries) to find out how the Downstream CDN wants the request to be
redirected, which allows the Upstream CDN to factor in the Downstream
CDN response when redirecting the user agent. This approach is
referred to as "recursive" CDNI request routing. Note that the
Downstream CDN may elect to have the request redirected directly to a
Surrogate inside the Downstream CDN, to the Request-Routing System of
the Downstream CDN, to another CDN, or to any other system that the
Downstream CDN sees as fit for handling the redirected request.

Iterative CDNI Request Routing: When an Upstream CDN elects to
redirect a request towards a Downstream CDN, the Upstream CDN can
base its redirection purely on a local decision (and without
attempting to take into account how the Downstream CDN may in turn
redirect the user agent). In that case, the Upstream CDN redirects
the request to the request routing system in the Downstream CDN,
which in turn will decide how to redirect that request: this approach
is referred to as "iterative" CDNI request routing.

Synchronous CDNI operations: operations between CDNs that happen
during the process of servicing a user request, i.e. between the time
that the user agent begins its attempt to obtain content and the time
at which that request is served.

Asynchronous CDNI operations: operations between CDNs that happen
independently of any given user request, such as advertisement of
footprint information or pre-positioning of content for later
delivery.

Trigger Interface: a sub-set of the Control Interface that includes
operations to pre-position, revalidate, and purge both metadata and
content. These operations are typically called in response to some
action (trigger) by the CSP on the upstream CDN.

1.2. Reference Model

This document uses the reference model in Figure 1 as originally
created in [I-D.ietf-cdni-problem-statement].
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We note that while some interfaces in the reference model are "out of
scope" for the CDNI WG (in the sense that there is no need to define

new protocols for those interfaces) we still need to refer to them in
this document to explain the overall operation of CDNI.

We also note that, while we generally show only one uCDN serving a
given CSP, it is entirely possible that multiple uCDNs can serve a
single CSP. In fact, this situation effectively exists today in the
sense that a single CSP can currently connect to more than one CDN.

Definitions of the four CDNI interfaces follow. More discussion of
these interfaces appears in Section 4.

o Control Interface: Operations to discover, initialize, and
parameterize the other CDNI interfaces, as well as operations to
pre-position, revalidate, and purge both metadata and content.
The latter sub-set of operations is sometimes collectively called
the "trigger interface."

o Request Routing Interface: Operations to determine what CDN (and
optionally what surrogate within a CDN) is to serve end-user’s
requests. May include a combination of:

* Asynchronous operations to exchange routing information (e.g.,
the network footprint served by a given CDN) that enables CDN
selection for subsequent user requests; and

* Synchronous operations to select a delivery CDN (surrogate) for
a given user request.

0 Metadata Interface: Operations to communicate metadata that
governs the how content is delivered by interconnected CDNs.
Examples of CDNI metadata include geo-blocking directives,
availability windows, access control mechanisms, and purge
directives. May include a combination of:

* Asynchronous operations to exchange metadata that govern
subsequent user requests for content; and

* Synchronous operations that govern behavior for a given user
request for content.

o Logging Interface: Operations that allow interconnected CDNs to
exchange relevant activity logs. May include a combination of:

* Real-time exchanges, suitable for runtime traffic monitoring;
and
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* Off-line exchanges, suitable for analytics and billing.

There is some ambiguity as to the line between the set of trigger-
based operations in the Control interface and the Metadata interface.
For both cases, the information passed from the upstream CDN to the
downstream CDN can broadly be viewed as metadata that describes how
content is to be managed by the downstream CDN. For example, the
information conveyed by Control operations to pre-position,
revalidate or purge metadata is similar to the information conveyed
by posting updated metadata via the Metadata interface? Even the
Control operation to purge content could be viewed as an metadata
update for that content: purge simply says that the availability
window for the named content ends now. The two interfaces share much
in common, so minimally, there will need to be a consistent data
model that spans both.

The distinction we draw has to do with what the caller knows the
metadata being applied to content delivery by the callee. 1In the
case of the Control interface, the downstream CDN returning a
successful status message guarantees that the operation has been
successfully completed; e.g., the content has been purged or pre-
positioned. This implies that the downstream CDN accepts
responsibility for having successfully completed the requested
operation. In contrast, metadata passed between CDNs via the
Metadata interface carries no such completion guarantee. Returning
success implies successful receipt of the metadata, but nothing can
be inferred about precisely when the metadata will take effect in the
downstream CDN, only that it will take effect eventually. This is
because of the challenge in globally synchronizing updates to
metadata with end-user requests that are currently in progress (or
indistinguishable from currently being in progress). Clearly, a CDN
will not be viewed as a trusted peer if "eventually" often becomes an
indefinite period of time, but the acceptance of responsibility
cannot be as crisp for the Metadata interface.

1.3. Structure Of This Document
The remainder of this document is organized as follows:
o Section 2 describes some essential building blocks for CDNI,
notably the various options for redirecting user requests to a

given CDN.

o Section 3 provides a number of illustrative examples of various
CDNI operations.

o Section 4 describes the functionality of the four main CDNI
interfaces.
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o0 Section 5 shows how various deployment models of CDNI may be
achieved using the defined interfaces.

o Section 6 describes the trust model of CDNI and the issues of
transitive trust in particular that CDNI raises.

2. Building Blocks
2.1. Request Redirection

At its core, CDN Interconnection requires the redirection of requests
from one CDN to another. For any given request that is received by
an upstream CDN, it will either respond to the request directly, or
somehow redirect the request to a downstream CDN. Two main
mechanisms are available for redirecting a request to a downstream
CDN. The first leverages the DNS name resolution process and the
second uses in-protocol redirection mechanisms such as the HTTP 302
redirection response. We discuss these below as background before
discussing some examples of their use in Section 3.

2.1.1. DNS Redirection

DNS redirection is based on returning different IP addresses for the
same DNS name, for example, to balance server load or to account for
the client’s location in the network. A DNS server, sometimes called
the Local DNS (LDNS), resolves DNS names on behalf of an end-user.
The LDNS server in turn queries other DNS servers until it reaches
the authoritative DNS server for the CDN-domain. The network
operator typically provides the LDNS server, although the user is
free to choose other DNS servers (e.g., OpenDNS, Google Public DNS).

The advantage of DNS redirection is that it is completely transparent
to the end user--the user sends a DNS name to the LDNS server and
gets back an IP address. On the other hand, DNS redirection is
problematic because the DNS request comes from the LDNS server, not
the end-user. This may affect the accuracy of server selection that
is based on the user’s location. The transparency of DNS redirection
is also a problem in that there is no opportunity to modify the path
component of the URL being accessed by the client. We consider two
main forms of DNS redirection: simple and CNAME-based.

In simple DNS redirection, the authoritative DNS server for the name
simply returns an IP address from a set of possible IP addresses.

The answer is chosen from the set based on characteristics of the set
(e.g., the relative loads on the servers) or characteristics of the
client (e.g., the location of the client relative to the servers).
Simple redirection is straightforward. The only caveats are (1)
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there is a limit to the number of delivery nodes a single DNS server
can manage; and (2) DNS responses are cached by downstream servers so
the TTL on the response must be set to an appropriate value so as to
preserve the timeliness of the redirection.

In CNAME-based DNS redirection, the authoritative server returns a
CNAME response to the DNS request, telling the LDNS server to restart
the name lookup using a new name. A CNAME is essentially a symbolic
link in the DNS namespace, and like a symbolic link, redirection is
transparent to the client--the LDNS server gets the CNAME response
and re-executes the lookup. Only when the name has been resolved to
an IP address does it return the result to the user. Note that DNAME
would be preferable to CNAME if it becomes widely supported.

2.1.2. HTTP Redirection

HTTP redirection makes use of the "302" redirection response of the
HTTP protocol. This response contains a new URL that the application
should fetch instead of the original URL. By changing the URL
appropriately, the server can cause the user to redirect to a
different server. The advantages of 302 redirection are that (1) the
server can change the URL fetched by the client to include, for
example, both the DNS name of the particular server to use, as well
as the original HTTP server that was being accessed; and (2) the
client sends the HTTP request to the server, so that its IP address
is known and can be used in selecting the server.

The disadvantages of HTTP redirection are (1) it is visible to the
application, so it requires application support and may affect the
application behavior (e.g., web browsers will not send cookies if the
URL changes to a different domain); (2) HTTP is a heavy-weight
protocol layered on TCP so it has relatively high overhead; and (3)
the results of HTTP redirection are not cached so that all
redirections must go through to the server.

3. Overview of CDNI Operation

To provide a big-picture overview of the various components of CDN
Interconnection, we walk through a "day in the life" of a content
item that is made available via a pair of interconnected CDNs. This
will serve to illustrate many of the functions that need to be
supported in a complete CDNI solution. We give examples using both
DNS-based and HTTP-based redirection. We begin with very simple
examples and then how additional capabilities, such as recursive
request redirection and content removal, might be added.

Before walking through some specific examples, we present a high-
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level view of the operations that may take place. This high-level
overview is illustrated in Figure 2. Note that most operations will
involve only a subset of all the messages shown below, and that the
order and number of operations may vary considerably, as more
detailed examples illustrate below.

The following shows Operator A as the upstream CDN (uCDN) and
Operator B as the downstream CDN (dCDN), where the former has a
relationship with a content provider and the latter being the best
CDN to deliver content to the end-user. The interconnection
relationship may be symmetric between these two CDN operators, but
for simplicity we show the interaction in one direction only.
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End-User Operator B Operator A
[Async Metadata Push] (1)
[Async RRI Push] (2)
CONTENT REQUEST
-------------------------------------------------- > (3)
[Sync RRI Pull] (4)
CONTENT REDIRECTION
e ———————————————— (5)
CONTENT REQUEST
———————————————————————— > (6)
[Sync Metadata Pull] (7)
ACQUISITION REQUEST
Xemmm e >| (8)
X
X CONTENT DATA
. S (9)
|
CONTENT DATA |
< o | (10)
: [Other content requests ] :
[Content Purge] (11)
[Logging exchange] (12)
| | |
Figure 2: Overview of Operation
The operations shown in the Figure are as follows:
1. Prior to any content request, metadata may be asynchronously

pushed from uCDN to dCDN so that it is available in readiness
for later content requests.
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2. dCDN may advertise information relevant to its delivery
capabilities (e.g. geographic footprint, reachable address
prefixes) prior to any content requests being redirected.

3. A content request from a user agent arrives at uCDN.

4. uCDN may synchronously request information from dCDN regarding
its delivery capabilities to decide if dACDN is a suitable target
for redirection of this request.

5. uCDN redirects the request to dCDN by sending some response
(DNS, HTTP) to the user agent.

6. The user agent requests the content from dCDN.

7. dCDN may synchronously request metadata related to this content
from uCDN, e.g. to decide whether to serve it.

8. If the content is not already in a suitable cache in dCDN, dCDN
may acquire it from uCDN.

9. The content is delivered to dCDN from uCDN.
10. The content is delivered to the user agent by dCDN.

11. Some time later, perhaps at the request of the CSP (not shown)
uCDN may instruct dCDN to purge the content to ensure it is not
delivered again.

12. After one or more content delivery actions by dCDN, a log of
delivery actions may be provided to uCDN.

The following sections show some more specific examples of how these
operations may be combined to perform various delivery, control and
logging operations across a pair of CDNs.

3.1. Preliminaries

Initially, we assume that there is at least one CSP that has
contracted with an upstream CDN (uCDN) to deliver content on its
behalf. We are not particularly concerned with the interface between
the CSP and uCDN, other than to note that it is expected to be the
same as in the "traditional" (non-interconnected) CDN case. Existing
mechanisms such as DNS CNAMEs or HTTP redirects (Section 2) can be
used to direct a user request for a piece of content from the CSP
towards the CSP’'s chosen upstream CDN.

We use the term "CDN-domain" to refer to the host name (a FQDN) at
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the beginning of each URL. We assume Operator A provides an upstream
CDN that serves content on behalf of a CSP with CDN-domain
cdn.csp.com. We assume that Operator B provides a downstream CDN.

An end user at some point makes a request for URL

http://cdn.csp.com/...rest of url...

It may well be the case that cdn.csp.com is just a CNAME for some

other CDN-domain (such as csp.op-a.net). Nevertheless, the HTTP
request in the examples that follow is assumed to be for the example
URL above.

Our goal is to enable content identified by the above URL to be
served by the CDN of operator B. In the following sections we will
walk through some scenarios in which content is served, as well as
other CDNI operations such as the removal of content from a
downstream CDN.

3.2. HTTP Redirect Example

In this section we walk through a simple, illustrative example using
HTTP redirection from uCDN to dCDN. The example also assumes the use
of HTTP redirection inside uCDN and dCDN; however, this is
independent of the choice of redirection approach across CDNs, so an
alternative example could be constructed still showing HTTP
redirection from uCDN to dCDN but using DNS for handling of request
inside each CDN.

We assume for this example that Operators A and B have established an
agreement to interconnect their CDNs, with A being upstream and B
being downstream. (It is likely that the agreement would be made in
both directions, but we focus on just one here for clarity.)

The operators agree that a CDN-domain peer-a.op-b.net will be used as
the target of redirections from uCDN to dCDN. The name of this
domain must be communicated by some means to each CDN. (This could
be established out-of-band or via a CDNI interface.) We refer to
this domain as a "distinguished" CDN domain to convey the fact that
its use is limited to the interconnection mechanism; such a domain is
never embedded in URLs that end-users request.

The operators must also agree on some distinguished CDN-domain that
will be used for inter-CDN acquisition of CSP’s content from uCDN by
dCDN. In this example, we’ll use op-b-acg.op-a.net.

The operators must also exchange information regarding which requests

dCDN is prepared to serve. For example, dCDN may be prepared to
serve requests from clients in a given geographical region or a set
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of IP address prefixes. This information may again be provided out
of band or via a defined interface.

DNS must be configured in the following way:
o The content provider must be configured to make operator A the
authoritative DNS server for cdn.csp.com (or to return a CNAME for

cdn.csp.com for which operator A is the authoritative DNS server).

o Operator A must be configured so that a DNS request for op-b-
acqg.op-a.net returns a request router in Operator A.

o Operator B must be configured so that a DNS request for peer-a.op-
b.net/cdn.csp.com returns a request router in Operator B.

Figure 3 illustrates how a client request for

http://cdn.csp.com/...rest of url...

is handled.
End-User Operator B Operator A

DNS cdn.csp.com |
__________________________________________________ >

| (1)
IPaddr of A’'s Request Router
@ e e e e e e e e e e e e e e e e e e e e o o e e e e e e
HTTP cdn.csp.com |
__________________________________________________ >

| (2)

(3)

________________________ >
(4)
302 nodel.peer-a.op-b.net/cdn.csp.com
& e
DNS nodel.peer-a.op-b.net
________________________ >
(3)
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HTTP nodel.peer-a.op-b.net/cdn.csp.com

________________________ >
(6)
DNS op-b-acqg.op-a.net
________________________ >
(7)
IPaddr of A’'s Request Router
€ e e
HTTP op-b-acg.op-a.net
________________________ >
(8)
302 node2.op-b.acqg.op-A.net
e |
DNS node2.op-b-acg.op-a.net
________________________ >
(9)
IPaddr of A’'s Delivery Node
< e e
(10)
Data
€ e e e e e e
Data
& e e
Figure 3: Request Trace for HTTP redirection method
The steps illustrated in the figure are as follows:
1. A DNS resolver for Operator A processes the DNS request for its

customer based on CDN-domain cdn.csp.com. It returns the IP
address of a request router in Operator A.

2. A Request Router for Operator A processes the HTTP request and
recognizes that the end-user is best served by another CDN--
specifically one provided by Operator B--and so it returns a 302
redirect message for a new URL constructed by "stacking"
Operator B’s distinguished CDN-domain (peer-a.op-b.net) on the
front of the original URL. (Note that more complex URL
manipulations are possible, such as replacing the initial CDN-
domain by some opaque handle.)

3. The end-user does a DNS lookup using Operator B'’s distinguished
CDN-domain (peer-a.op-b.net). B'’s DNS resolver returns the IP
address of a request router for Operator B. Note that if request
routing within dCDN was performed using DNS instead of HTTP
redirection, B’s DNS resolver would also behave as the request
router and directly return the IP address of a delivery node.
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4. The request router for Operator B processes the HTTP request and
selects a suitable delivery node to serve the end-user request,
and returns a 302 redirect message for a new URL constructed by
replacing the hostname by a subdomain of the Operator B's
distinguished CDN-domain that points to the selected delivery

node.
5. The end-user does a DNS lookup using Operator B's delivery node
subdomain (nodel.peer-a.op-b.net). B’s DNS resolver returns the

IP address of the delivery node.

6. The end-user requests the content from B’s delivery node. In
the case of a cache hit, steps 6, 7, 8, 9 and 10 below do not
happen, and the content data is directly returned by the
delivery node to the end-user. In the case of a cache miss, the
content needs to be acquired by dCDN from uCDN (not the CSP).
The distinguished CDN-domain peer-a.op-b.net indicates to dCDN
that this content is to be acquired from uCDN; stripping the
CDN-domain reveals the original CDN-domain cdn.csp.com and dCDN
may verify that this CDN-domain belongs to a known peer (so as
to avoid being tricked into serving as an open proxy). It then
does a DNS request for an inter-CDN acquisition CDN-domain as
agreed above (in this case, op-b-acg.op-a.net).

7. Operator A’'s DNS resolver processes the DNS request and returns
the IP address of a request router in operator A.

8. The request router for Operator A processes the HTTP request
from Operator B delivery node. Operator A request router
recognizes that the request is from a peer CDN rather than an
end-user because of the dedicated inter-CDN acquisition domain
(op-b-acqg.op-a.net). (Note that without this specially defined
inter-CDN acquisition domain, operator A would be at risk of
redirecting the request back to operator B, resulting in an
infinite loop). The request router for Operator A selects a
suitable delivery node in uCDN to serve the inter-CDN
acquisition request and returns a 302 redirect message for a new
URL constructed by replacing the hostname by a subdomain of the
Operator A’s distinguished inter-CDN acquisition domain that
points to the selected delivery node.

9. Operator A DNS resolver processes the DNS request and returns
the IP address of the delivery node in operator A.

10. Operator A serves content for the requested CDN-domain to dCDN.
Although not shown, it is at this point that Operator A
processes the rest of the URL: it extracts information
identifying the origin server, validates that this server has
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been registered, and determines the content provider that owns
the origin server. It may also perform its own content
acquisition steps if needed before returning the content to
dCDN.

3.2.1. Comments on the example

The main advantage of this design is that it is simple: each CDN need
only know the distinguished CDN-domain for each peer, with the
upstream CDN "pushing" the downstream CDN-domain onto the URL as part
of its redirect (step 2) and the downstream CDN "popping" its CDN-
domain off the URL to expose a CDN-domain that the upstream CDN can
correctly process. Neither CDN needs to be aware of the internal
structure of the other’s URLs. Moreover, the inter-CDN redirection
is entirely supported by a single HTTP redirect; neither CDN needs to
be aware of the other’s internal redirection mechanism (i.e., whether
it is DNS or HTTP based).

One disadvantage is that the end-user’'s browser is redirected to a
new URL that is not in the same domain of the original URL. This has
implications on a number of security or validation mechanisms
sometimes used on endpoints. For example, it is important that any
redirected URL be in the same domain (e.g., csp.com) if the browser
is expected to send any cookies associated with that domain. As
another example, some video players enforce validation of a cross
domain policy that needs to allow for the domains involved in the CDN
redirection. These problems are generally soluble, but the solutions
complicate the example, so we do not discuss them further in this
version of the draft.

We note that this example begins to illustrate some of the interfaces
that may be required for CDNI, but does not require all of them. For
example, obtaining information from dCDN regarding the set of client
IP addresses or geographic regions it might be able to serve is an
aspect of the request routing interface. Important configuration
information such as the distinguished names used for redirection and
inter-CDN acquisition could also be conveyed via a CDNI interface
(e.g., perhaps the control interface). The example also shows how
existing HTTP-based methods suffice for the acquisition interface.
Arguably, the absolute minimum metadata required for CDNI is the
information required to acquire the content, and this information was
provided "in-band" in this example by means of the URI handed to the
client in the HTTP 302 response. Hence, there is no explicit
metadata interface invoked in this example. There is also no
explicit logging interface discussed in this example.

We also note that the step of deciding when a request should be
redirected to dCDN rather than served by uCDN has been somewhat
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glossed over. It may be as simple as checking the client IP address
against a list of prefixes, or it may be considerably more complex,
involving a wide range of factors, such as the geographic location of
the client (perhaps determined from a third party service), CDN load,
or specific business rules.

This example uses the "iterative" CDNI request routing approach.
That is, uCDN performs part of the request routing function to
determine that dCDN should serve the request, and then redirects the
client to a request router in dCDN to perform the rest of the request
routing function. If request routing is performed in the dCDN using
HTTP redirection, this translates in the end-user experiencing two
successive HTTP redirections. By contrast, the alternative approach
of "recursive" CDNI request routing effectively coalesces these two
successive HTTP redirections into a single one, sending the end-user
directly to the right delivery node in the dCDN. This "recursive"
CDNI request routing approach is discussed in the next section.

3.3. Recursive Redirection Example

The following example builds on the previous one to illustrate the
use of the Request Routing interface to enable "recursive" CDNI
request routing. We build on the HTTP-based redirection approach
because it illustrates the principles and benefits clearly, but it is
equally possible to perform recursive redirection when DNS-based
redirection is employed.

In contrast to the prior example, the operators need not agree in
advance on a CDN-domain to serve as the target of redirections from
UCDN to dCDN. The operators still must agree on some distinguished
CDN-domain that will be used for inter-CDN acquisition of CSP’s
content by dCDN. In this example, we’ll use op-b-acg.op-a.net.

The operators must also exchange information regarding which requests
dCDN is prepared to serve. For example, dCDN may be prepared to
serve requests from clients in a given geographical region or a set
of IP address prefixes. This information may again be provided out
of band or via a defined protocol.

DNS must be configured in the following way:
o The content provider must be configured to make operator A the
authoritative DNS server for cdn.csp.com (or to return a CNAME for

cdn.csp.com for which operator A is the authoritative DNS server).

o Operator A must be configured so that a DNS request for op-b-
acqg.op-a.net returns a request router in Operator A.
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0 Operator B must be configured so that a request for nodel.op-
b.net/cdn.csp.com returns the IP address of a delivery node. Note
that there might be a number of such delivery nodes.

Figure 3 illustrates how a client request for

http://cdn.csp.com/...rest of url...

is handled.
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End-User Operator B Operator A
DNS cdn.csp.com |
__________________________________________________ >

| (1)
IPaddr of A’s Request Router
& o e e e
HTTP cdn.csp.com |
__________________________________________________ >
(2)
RRI REQ cdn.csp.com
L e —————
RRI RESP nodel.op-b.net
________________________ >
(3)
302 nodel.op-b.net/cdn.csp.com
& e e e e e e e e e e e e e e e e e o o
DNS model.op-b.net |
------------------------ > |
| (4)
IPaddr of B’'s Delivery Node
SRy |
HTTP nodel.op-b.net/cdn.csp.com
________________________ >
(5)
DNS op-b-acg.op-a.net
________________________ >
(6)
IPaddr of A’s Request Router
& e e
HTTP op-b-acqg.op-a.net
________________________ >
(7)
302 node2.op-b.acqg.op-A.net
Qe |
DNS node2.op-b-acg.op-a.net
________________________ >
(8)
IPaddr of A’'s Delivery Node
< e e e e e o e
(9)
Data
< e e
Data
€ e e

Figure 4: Request Trace for Recursive HTTP redirection method
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The steps illustrated in the figure are as follows:

1.

A DNS resolver for Operator A processes the DNS request for its
customer based on CDN-domain cdn.csp.com. It returns the IP
address of a Request Router in Operator A.

A Request Router for Operator A processes the HTTP request and
recognizes that the end-user is best served by another CDN--
specifically one provided by Operator B--and so it queries the
CDNI Request Routing interface of Operator B, providing a set of
information about the request including the URL requested.
Operator B replies with the DNS name of a delivery node.

Operator A returns a 302 redirect message for a new URL obtained
from the Request Routing Interface.

The end-user does a DNS lookup using the host name of the URL
just provided (nodel.op-b.net). B’s DNS resolver returns the IP
address of the corresponding delivery node. Note that, since the
name of the delivery node was already obtained from B using the
CDNI Request Routing Interface, there should not be any further
redirection here (in contrast to the iterative method described
above.)

The end-user requests the content from B’s delivery node,
potentially resulting in a cache miss. In the case of a cache
miss, the content needs to be acquired from uCDN (not the CSP.)
The distinguished CDN-domain op-b.net indicates to dCDN that this
content is to be acquired from another CDN; stripping the CDN-
domain reveals the original CDN-domain cdn.csp.com, dCDN may
verify that this CDN-domain belongs to a known peer (so as to
avoid being tricked into serving as an open proxy). It then does
a DNS request for the inter-CDN Acquisition "distinguished" CDN-
domain as agreed above (in this case, op-b-acg.op-a.net).

Operator A DNS resolver processes the DNS request and returns the
IP address of a request router in operator A.

The request router for Operator A processes the HTTP request from
Operator B delivery node. Operator A request router recognizes
that the request is from a peer CDN rather than an end-user
because of the dedicated inter-CDN acquisition domain (op-b-
acqg.op-a.net). (Note that without this specially defined inter-
CDN acquisition domain, operator A would be at risk of
redirecting the request back to operator B, resulting in an
infinite loop). The request router for Operator A selects a
suitable delivery node in uCDN to serve the inter-CDN acquisition
request and returns a 302 redirect message for a new URL

Peterson & Davie Expires January 17, 2013 [Page 22]



Internet-Draft CDNI Framework July 2012

constructed by replacing the hostname by a subdomain of the
Operator A’s distinguished inter-CDN acquisition domain that
points to the selected delivery node.

8. Operator A recognizes that the DNS request is from a peer CDN
rather than an end-user (due to the internal CDN-domain) and so
returns the address of a delivery node. (Note that without this
specially defined internal domain, Operator A would be at risk of
redirecting the request back to Operator B, resulting in an
infinite loop.)

9. Operator A serves content for the requested CDN-domain to dCDN.
Although not shown, it is at this point that Operator A processes
the rest of the URL: it extracts information identifying the
origin server, validates that this server has been registered,
and determines the content provider that owns the origin server.
It may also perform its own content acquisition steps if needed
before returning the content to dCDN.

3.3.1. Comments on the example

Recursive redirection has the advantage over iterative of being more
transparent from the end-user’s perspective, but the disadvantage of
each CDN exposing more of its internal structure (in particular, the
addresses of edge caches) to peer CDNs. By contrast, iterative
redirection does not require dCDN to expose the addresses of its edge
caches to uCDN.

This example happens to use HTTP-based redirection in both CDN A and
CDN B, but a similar example could be constructed using DNS-based
redirection in either CDN. Hence, the key point to take away here is
simply that the end user only sees a single redirection of some type,
as opposed to the pair of redirections in the prior (iterative)
example.

The use of the Request Routing Interface requires that interface to
be appropriately configured and bootstrapped, which is not shown
here. More discussion on the bootstrapping of interfaces is provided
in Section 4

3.4. DNS-based redirection example

In this section we walk through a simple example using DNS-based
redirection for request redirection from uCDN to dCDN (as well as for
request routing inside dCDN and uCDN). As noted in Section 2.1, DNS-
based redirection has certain advantages over HTTP-based redirection
(notably, it is transparent to the end-user) as well as some
drawbacks (notably the client IP address is not visible to the
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request router).

As before, Operator A must learn the set of requests that dCDN is
willing or able to serve (e.g. which client IP address prefixes or
geographic regions are part of the dCDN footprint). Operator B must
have and make known to operator A some unique identifier that can be
used for the construction of a distinguished CDN domain, as shown in
more detail below. (This identifier strictly needs only to be unique
within the scope of Operator A, but a globally unique identifier,
such as an AS number assigned to B, is one easy way to achieve that.)
Also, Operator A must obtain the NS records for Operator B’s
externally visible redirection servers. Also, as before, a
distinguished CDN-domain, such as op-b-acqg.op-a.net, must be assigned
for inter-CDN acquisition.

DNS must be configured in the following way:

o The CSP must be configured to make Operator A the authoritative
DNS server for cdn.csp.com (or to return a CNAME for cdn.csp.com
for which operator A is the authoritative DNS server).

o When uCDN sees a request best served by dCDN, it returns CNAME and
NS records for "b.cdn.csp.com", where "b" is the unique identifier
assigned to Operator B. (It may, for example, be an AS number
assigned to Operator B.)

o dCDN must be configured so that a request for "b.cdn.csp.com"
returns a delivery node in dCDN.

O UuCDN must be configured so that a request for "op-b-acg.op-a.net"
returns a delivery node in uCDN.

Figure 5 depicts the exchange of DNS and HTTP requests. The main

differences from Figure 3 are the lack of HTTP redirection and
transparency to the end-user.
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End-User Operator B Operator A
DNS cdn.csp.com |
__________________________________________________ >

(1)
CNAME b.cdn.csp.com
NS records for b.cdn.csp.com
& e e e
DNS b.cdn.csp.com
________________________ >
(2)
IPaddr of B’'s Delivery Node
& e
HTTP cdn.csp.com
________________________ >
(3)
DNS op-b-acg.op-a.net
________________________ >
(4)
IPaddr of A’'s Delivery Node
& e
HTTP op-b-acg.op-a.net
________________________ >
(35)
Data
& e
Data
€ e

Figure 5: Request Trace for DNS-based Redirection Example

The steps illustrated in the figure are as follows:

1.

Request Router for Operator A processes the DNS request for CDN-
domain cdn.csp.com and recognizes that the end-user is best
served by another CDN. (This may depend on the IP address of the
user’s local DNS resolver, or other information discussed below.)
The Request Router returns a DNS CNAME response by "stacking" the
distinguished identifier for Operator B onto the original CDN-
domain (e.g., b.cdn.csp.com), plus an NS record that maps
b.cdn.csp.com to B’s Request Router.

The end-user do